
 
Abstract - With the development of technology, remote sensing 

is commonly used for ecological studies and monitoring wetland 
and management. Artificial Neural Networks are extremely 
simplified model of the brain occurring by neurons and layers 
connecting to neurons so artificial neural networks method is 
frequently used to classify satellite images. In this study, Landsat-
5 satellite image with spatial resolution of 30m, acquired on 
October 29, 2007 and Landsat-8 acquired on November 27, 2017 
were used to identified the coastline changes at Kozan Dam Lake. 
The lake is used as drinking and irrigation water. Therefore, it is 
very important to examine the coastline changes of the lake.  In 
first step, image to image registration was made to conform image 
coordinate systems of images to each other. Second step, images 
were classified by artificial neural networks method. Four classes 
namely lake, agricultural area, soil, and vegetation area were 
determined. Third step, image classification accuracies were 
determined. Finally, the changes in coastline of Dam Lake were 
calculated by post classification comparison method. Coastline 
change of Dam Lake was calculated as 0.6 km2 increase and the 
change image map was created. At the end of the study Kozan Dam 
Lake coastline changes were monitored by using remote sensing 
methods. 
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I. INTRODUCTION 
EW image classification methods were developed in 
recent year.  By development of the technology, remote 

sensing became one of the most preferable technique wetland 
studies, environmental studies and coastline monitoring. 

There are many studies about artificial neural networks in  
literature. One of them is classification of remote sensing 
imagery. In this study, artificial neural networks were used for 
image classification. Özçelik and Arısoy [1]detected water 
depths of west coast of Foça by using artificial neural networks 
classification method on Aster and Quickbird satellite images. 
Artificial neural networks method provided higher accuracy for 
Quickbird satellite image than Aster image. Mas and Flores [2] 
reviewed artificial neural networks for remote sensing studies 
and the study shown that artificial neural network have wide 
range of task in remote sensing studies. Ingram et al.[3] used 

remote sensing to mapping tropical forest and used artificial 
neural network to predict basal area. This study shown that 
artificial neural networks were useful to estimate and produce 
basal area. Hong et al. [4] used artificial neural network for 
classification of satellite cloud images and used classification 
images for estimating rainfall. 

The aim of this study is to determine of coastline changes on 
Kozan Dam Lake by using pixel based image classification with  
artificial neural networks (ANN) method. We also aim to detect 
the accuracy of this method at Kozan Dam Lake in the Turkey 
based on analysis of Landsat 8 LDCM imagery. 

 

II. STUDY AREA 
The Kozan Dam Lake is structured on the Kilgen River in  

Adana Province, Turkey. It is nearly 8 km of Kozan.  
 

 
Figure 1: Images of Kozan Dam Lake[5] 

 
The Dam is constructed between 1967 and 1972 for flood 

control and irrigation. Today it is also used for generating 
electricity. [6] 

 

Determination Of Coastline Changes at Kozan 
Dam Lake By Using Artificial Neural Networks 

Method 
T. KAYNAK1, S.Y. ÇİÇEKLİ2 and M. H. KESİKOĞLU1*  

1Erciyes University, Kayseri/Turkey, tolgakaynak@erciyes.edu.tr, hayrikesikoglu@erciyes.edu.tr 
2CukurovaUniversity, Adana/Turkey, yoturanc@cu.edu.tr 

*Corresponding Author, e-mail address: hayrikesikoglu@erciyes.edu.tr 

N 

International Conference on Advanced Technologies, Computer Engineering and Science (ICATCES’18), 
May 11-13, 2018 Safranbolu, Turkey

587

http://www.wiki-zero.com/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3cvaW5kZXgucGhwP3RpdGxlPUtpbGdlbl9SaXZlciZhY3Rpb249ZWRpdCZyZWRsaW5rPTE
http://www.wiki-zero.com/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvQWRhbmFfUHJvdmluY2U
http://www.wiki-zero.com/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvS296YW4sX0FkYW5h


 
Figure 2: Landat-8 images of Kozan Dam Lake 

 

III.  METHODS 

A. Material 
In the study, Landsat 8 LDCM  satellite image of Kozan Dam 

Lake in 2017 was used. Satellite image was taken on November 
27th. In Table 1, Landsat 8 bands, their wavelength and 
resolution values are given in detail. 

 

Table 1. Landsat-8 LDCM OLI / TIRS Satellite Bands and Features [7] 

 
Band Wavelength 

(micrometers) 
Resolution 
(meters) 

Band-1 Ultra Blue (Coastal 
Aerosol) 

0.43-0.45 30 

Band-2 Blue 0.45-0.51 30 
Band-3 Green 0.53-0.59 30 
Band-4 Red 0.64-0.67 30 

Band-5 Near Infrared (NIR) 0.85-0.88 30 
Band-6 Shortwave Infrared 

(SWIR-1) 
1.57-1.65 30 

Band-7 Shortwave 
Infrared(SWIR-2) 

2.11-2.29 30 

Band-8 Panchromatic  0.50-0.68 15 
9 Cirrus 1.36-1.38 30 

Band-10 Thermal Infrared 
(TIRS-1) 

10.60-11.19 100*30 

Band-11 Thermal 
Infrared(TIRS-2) 

11.50-12.51 100*30 

 

In the study, Landsat 5 TM  satellite image of Kozan Dam 
Lake in 2007 was used. Satellite image was taken on October 
29th. In Table 2, Landsat 5 bands, their wavelength and 
resolution values are given in detail. 

Table 2. Landsat-5 TM Satellite Image Bands and Features [7]  

Bands Wavelength 
(micrometers) 

Resolution 
(meters) 

Band-1 Blue 0.45-0.52 30 
Band-2 Green 0.52-0.60 30 
Band-3 Red 0.63-0.69 30 

Band-4 Near Infrared (NIR) 0.76-0.90 30 
Band-5 Shortwave Infrared 

(SWIR) 1 
1.55-1.75 30 

Band-6 Thermal 10.40-12.50 120*30 
Band-7 Shortwave 
Infrared(SWIR-2) 

2.08-2.35 30 

 

B. Methods 
In this study artificial neural networks and post classification 

comparison methods were used. Information on the methods are 
given in the subheadings. 

 
1) Artificial neural networks 

 
Artificial neural networks (ANN) are mathematical modeling  

tools that are useful for forecasting and prediction in complex 
environments [8]. Basic component of artificial neural network 
is called the neuron [9]. 
 

 
 

Figure 3: Neuron Structure [10]  
 

The structure of neuron is shown in Figure 3. x1 ,x2 ,x3 ..... xn  
are inputs. w1j , w2j ,w3j ....wnj  are weights of inputs. 
 

𝑁𝑁𝑁𝑁𝑁𝑁 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑁𝑁= ∑𝑥𝑥𝑖𝑖 × 𝑤𝑤𝑛𝑛𝑛𝑛                               (1) 
 

 The activation function is  identified as given in equation 2.  
 

          𝜑𝜑 = 𝐹𝐹(𝑥𝑥)                                (2) 
 
The structure of artificial neural network is shown in Figure 

4. 

 
 

Figure 4: Structure of artificial neural networks [11] 
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2) Post Classification Comparison 
 

In this study, post classification comparison was done for 
detecting changes of coastline at Kozan dam lake. In this 
method, classified satellite images which was taken on two 
different times were compared with each other. Finally , 
direction and amount of the change were calculated. 

IV. APPLICATION AND RESULTS 
The flowchart of the study was shown in Figure 5. 

 
Figure 5: Flowchart of this study 

 
In first step, "Image to Image Registration" was done for all 

satellite images. Satellite image which was taken on October 
29th, 2007 was selected as reference image. The other satellite 
image which was taken on November 27th, 2017 was registered 
to reference image to correct to meaningful nonsystematic 
errors which were occurred because of satellites position. As a 
result of this process, the images were overlapped. The 
registered and subset images are shown in Figure 6.  

(a) 

(b) 
 

Figure 6: (a) 2007, (b) 2017 registration images of Kozan Dam 
Lake 

 
In this study, artificial neural network method was used. Four 

classes namely lake, agricultural area, soil, and vegetation area 
were determined. Classification images are shown in Figure 7. 
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(a) 

(b) 

 
 

Figure 7: (a) 2007, (b) 2017 Classification images of Kozan Dam 
Lake 

 
The image classification accuracies were determined for 

artificial neural network method. Overall accuracy  86.12%  and 
kappa coefficient  0.7610 were determined for 2017 image. 
Overall accuracy 91.5% and kappa coefficient 0.8529 
determined for 2007 image.  

 

Change was determined by using post classification  
comparison method. Change detection map is shown in Figure 
8. 

 
 

Figure 8: Change Detection Map 
 
In 2007 image, 1807 pixel lake area was detected 

corresponding to 1.626 km2 lake area. In 2017 image, 2569 
pixel lake area was detected corresponding to 2.232 km2 lake 
area. 0.626 km2 increase in the lake area was occurred. 

V. CONCLUSION 
Coastline change has a big importance for environmental 

studies and wetland area management. Coastlines can change 
because of climatic conditions and use of water such as 
agricultural irrigation. Thus, coastline areas should be observed 
regularly. 

In this study, image registrations, classification and change 
detection analysis were done. After that, post classification 
comparison method was used to determine the changes between 
2007 and 2017 years by using classified Landsat 8 LDCM and 
Landsat 5 TM satellite images with artificial neural networks. 
Finally, the amounts of the change in land cover were detected. 
Finally, the amount of change in land cover was determined. 
This study showed that artificial neural networks (ANN) 
method produce meaningful results in satellite images of 
different years. 
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